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**CONTENIDO:**

**INTRODUCCIÓN**

En la actualidad el incremento exponencial de la información requiere de la creación de sistemas que sean capaces de analizar, interpretar y categorizar los datos de una forma fiable y eficiente para los usuarios.

Dicho lo anterior podemos intuir que existen universidades, empresas o entidades ajenas a las anteriores, que requieren de un sistema capaz de identificar objetos específicos dentro una imagen, facilitando su análisis para el estudio de fenómenos o ya sea para fines estadísticos.

El sistema será capaz de identificar objetos de una imagen, mediante parámetros ya establecidos y seleccionados por el usuario, con lo cual el sistema podrá determinar el número de objetos dentro de cierta imagen.

**PLANTEAMIENTO DEL PROBLEMA**

El reconocimiento de imágenes es usado para varias tareas visuales, como es la identificación y clasificación de distintos objetos en una imagen, lo que permite a los equipos que cuentan con ésta capacidad de poder evaluar los resultados obtenidos y tomar una decisión en base a estos. Un claro ejemplo son los sistemas de seguridad que detectan las placas de un vehículo para su posterior procesamiento, o aplicaciones de control automatizado que identifican patrones en imágenes en líneas de producción.

Puntos

* Detectar determinados objetos en una imagen.
* Identificar más de un objeto en una imagen (en el caso de que haya más de uno).
* Analizar rápidamente las imágenes.
* Clasificar los objetos encontrados en distintas clases predefinidas.
* Permitir un análisis de una o más imágenes.
* Tener un sistema de usuarios.
* Guardar resultados obtenidos para fines estadísticos.
* Almacenar las imágenes de los usuarios.
* Desplegar el sistema en la nube.

Restricciones

 Definir un límite de espacio disponible para un usuario.

 Establecer un límite de imágenes para analizar.

 Limitar el número de objetos predefinidos para buscar en la imagen.

 Limitar el número de usuarios conectados.

**JUSTIFICACIÓN**

En la actualidad el incremento exponencial de la información requiere de la creación de sistemas que sean capaces de analizar, interpretar y categorizar los datos de una forma fiable y eficiente para los usuarios.

Dicho lo anterior podemos intuir que existen universidades, empresas o entidades ajenas a las anteriores, que requieren de un sistema capaz de identificar objetos específicos dentro una imagen, facilitando su análisis para el estudio de fenómenos o ya sea para fines estadísticos.

El sistema será capaz de identificar objetos de una imagen, mediante parámetros ya establecidos y seleccionados por el usuario, con lo cual el sistema podrá determinar el número de objetos dentro de cierta imagen.

**Antecedentes Estado del arte**

La visión artificial tiene dos metas, ambas vistas desde distintos puntos de vista, el biológico y el de la ingeniería. Desde el primer punto de vista consiste en crear modelos computacionales para emular el sistema visual humano. El segundo consiste en la construcción de sistemas autónomos para la realización de tareas que el sistema visual de un humano puede realizar. Ambas metas están muy relacionadas, ya que las características del sistema de visión de los humanos, visto desde el punto de vista biológico dan ideas a ingenieros que se encuentran diseñando sistemas de visión. El reconocimiento de imágenes, en el contexto de la visión artificial es la habilidad de identificar objetos ya sean lugares, personas, escritura, etc. en imágenes.

Los dispositivos pueden identificar dichos objetos con la ayuda de algoritmos de inteligencia artificial. El reconocimiento de imágenes es usado para varias tareas visuales, como es la identificación y clasificación de distintos objetos en una imagen, lo que permite a los equipos contar con la capacidad de poder evaluar los resultados obtenidos y tomar una decisión en base a estos. Un ejemplo son los automóviles que utilizan la conducción autónoma. Aunque el sistema de visión humano realicé las tareas de reconocimiento de manera sencilla, no es lo mismo para una computadora, ya que es necesario de algoritmos de machine learning, lo que significa que se ocupan una gran cantidad de datos para entrenar el sistema de reconocimiento, para identificar ciertos objetos ya que también depende de los datos con los que se entrenó la red neuronal, además de un equipo con gran poder de procesamiento para el entrenamiento y pruebas.

**HIPÓTESIS**

La inteligencia artificial hoy en día tiene un sinfín de aplicaciones tanto para el área de economía, medicina, ingeniería, y educación. Dentro de estas aplicaciones existen herramientas para simplificar o emular tantas actividades procesos o fenómenos que ocurren en nuestro entorno.

En el área de la visión artificial existen algoritmos que permiten simular la capacidad de visión de los seres vivos. Los sistemas existentes solo están enfocados a un objetivo en específico, el reconocimiento de un solo objeto de interés dentro de una imagen.

Dentro de esta investigación se buscará la implementación de una aplicación Web, la cual será capaz de detectar más de un objeto dentro de una imagen.

**METODOLOGÍA**

La metodología propuesta para el desarrollo del proyecto será Enhanced Object Ralationship Methodology (EORM).

Esta metodología está definida por un proceso iterativo que se concentra en el modelado orientado a objetos por la representación de relaciones entre ellos.

Principales aspectos:

Encajamiento de relaciones semánticas en construcciones extensibles, pudiendo participar en otras relaciones y ser parte de bibliotecas reutilizables. EORM distingue dos tipos de relaciones orientadas a objetos: Relaciones de generalización y relaciones definidas por el usuario.

Fases:

* Análisis: En esta etapa se realizará el análisis del problema, así como la elaboración de los estándares IEEE para la recolección de requerimientos de datos.
* Diseño: Se diseñará y planificará la estructura y el funcionamiento de la aplicación web.
* Construcción: Se realizará el desarrollo de la aplicación web, las pruebas en el funcionamiento y la documentación de esta.

**DISEÑO Y FASE DE PROTOTIPADO DEL PROYECTO MODULAR**

**CONCLUSIÓN (ES)**

* Relacionar las partes que se emplearon para argumentar.
* Resumir la argumentación, y los razonamientos.
* Las conclusiones tienen relación lógica con la demostración y se deducen de los razonamientos expuestos.
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